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Artificial intelligence (AI) is now receiving unprecedented global atten-
tion as it finds widespread practical application in multiple spheres of 
activity. But what are the human rights, social justice and development 
implications of AI when used in areas such as health, education and 
social services, or in building “smart cities”? How does algorithmic 
decision making impact on marginalised people and the poor? 

This edition of Global Information Society Watch (GISWatch) provides 
a perspective from the global South on the application of AI to our 
everyday lives. It includes 40 country reports from countries as diverse 
as Benin, Argentina, India, Russia and Ukraine, as well as three regional 
reports. These are framed by eight thematic reports dealing with topics 
such as data governance, food sovereignty, AI in the workplace, and 
so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that 
were not easily possible before, this edition of GISWatch highlights the 
real threats that we need to pay attention to if we are going to build 
an AI-embedded future that enables human dignity. 
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Decolonising AI: A transfeminist approach  
to data and social justice

Paz Peña1 and Joana Varon2
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Introduction
Let’s say you have access to a database with infor-
mation from 12,000 girls and young women between 
10 and 19 years old, who are inhabitants of some 
poor province in South America. Data sets include 
age, neighbourhood, ethnicity, country of origin, 
educational level of the household head, physical 
and mental disabilities, number of people sharing a 
house, and whether or not they have running hot wa-
ter among their services. What conclusions would you 
extract from such a database? Or, maybe the question 
should be: Is it even desirable to make any conclusion 
at all? Sometimes, and sadly more often than not, 
simply the possibility of extracting large amounts of 
data is a good enough excuse to “make them talk” 
and, worst of all, make decisions based on that. 

The database described above is real. And it is 
used by public authorities to prevent school drop-outs 
and teenage pregnancy. “Intelligent algorithms allow 
us to identify characteristics in people that could end 
up with these problems and warn the government 
to work on their prevention,”3 said a Microsoft Az-
ure representative. The company is responsible for 
the machine-learning system used in the Plataforma 
Tecnológica de Intervención Social (Technological Plat-
form for Social Intervention), set up by the Ministry of 
Early Childhood in the Province of Salta, Argentina. 

“With technology, based on name, surname 
and address, you can predict five or six years ahead 
which girl, or future teenager, is 86% predestined to 
have a teenage pregnancy,” declared Juan Manuel 

1 Paz Peña is an independent consultant on tech, gender and human 
rights.

2 Joana Varon is the executive director of Coding Rights and an affiliate 
of the Berkman Klein Center for Internet and Society at Harvard 
University.

3 Microsoft. (2018, 2 April). Avanza el uso de la Inteligencia Artificial 
en la Argentina con experiencias en el sector público, privado 
y ONGs. News Center Microsoft Latinoamérica. https://news.
microsoft.com/es-xl/avanza-el-uso-de-la-inteligencia-artificial-en-
la-argentina-con-experiencias-en-el-sector-publico-privado-y-ongs 

Urtubey, a conservative politician and governor of 
Salta.4 The province’s Ministry of Early Childhood 
worked for years with the anti-abortion NGO Fun-
dación CONIN5 to prepare this system.6 Urtubey’s 
declaration was made in the middle of a campaign 
for legal abortion in Argentina in 2018, driven by a 
social movement for sexual rights that was at the 
forefront of public discussion locally and received 
a lot of international attention.7 The idea that al-
gorithms can predict teenage pregnancy before it 
happens is the perfect excuse for anti-women8 and 
anti-sexual and reproductive rights activists to de-
clare abortion laws unnecessary. According to their 
narratives, if they have enough information from 
poor families, conservative public policies can be 
deployed to predict and avoid abortions by poor 
women. Moreover, there is a belief that, “If it is rec-
ommended by an algorithm, it is mathematics, so it 
must be true and irrefutable.”

It is also important to point out that the data-
base used in the platform only has data on females. 
This specific focus on a particular sex reinforces 
patriarchal gender roles and, ultimately, blames fe-
male teenagers for unwanted pregnancies, as if a 
child could be conceived without a sperm. 

For these reasons, and others, the Plataforma 
Tecnológica de Intervención Social has received 
much criticism. Some have called the system a 
“lie”, a “hallucination”, and an “intelligence that 
does not think”, and have said that the sensitive 
data of poor women and children is at risk.9 A very 
complete technical analysis of the system’s failures 

4 Sternik, I. (2018, 20 April). La inteligencia que no 
piensa. Página 12. https://www.pagina12.com.
ar/109080-la-inteligencia-que-no-piensa

5 Vallejos, S. (2018, 25 August). Cómo funciona la Fundación Conin, 
y qué se hace en los cientos de centros que tiene en el país. 
Página 12. https://www.argentina.indymedia.org/2018/08/25/
como-funciona-la-fundacion-conin-y-que-se-hace-en-los-cientos-
de-centros-que-tiene-en-el-pais

6 Microsoft. (2018, 2 April). Op. cit.
7 Goñi, U. (2018, 9 August). Argentina senate rejects 

bill to legalise abortion. The Guardian. https://
www.theguardian.com/world/2018/aug/09/
argentina-senate-rejects-bill-legalise-abortion 

8 Cherwitz, R. (2019, 24 May). Anti-Abortion Rhetoric 
Mislabeled “Pro-Life”. The Washington Spectator. https://
washingtonspectator.org/cherwitz-anti-abortion-rhetoric 

9 Sternik, I. (2018, 20 April). Op. cit. 
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was published by the Laboratorio de Inteligencia 
Artificial Aplicada (LIAA) at the University of Buenos 
Aires.10 According to LIAA, which analysed the meth-
odology posted on GitHub by a Microsoft engineer,11 
the results were overstated due to statistical errors 
in the methodology. The database was also found 
to be biased due to the inevitable sensitivities of 
reporting unwanted pregnancies, and the data in-
adequate to make reliable predictions.

Despite this, the platform continued to be used. 
And worse, bad ideas dressed up as innovation spread 
fast: the system is now being deployed in other Argen-
tinian provinces, such as La Rioja, Tierra del Fuego and 
Chaco,12 and has been exported to Colombia and im-
plemented in the municipality of La Guajira.13 

The Plataforma Tecnológica de Intervención So-
cial is just one very clear example of how artificial 
intelligence (AI) solutions, which their implement-
ers claim are neutral and objective, have been 
increasingly deployed in some countries in Lat-
in America to support potentially discriminatory 
public policies that undermine human rights of 
unprivileged people. As the platform shows, this in-
cludes monitoring and censoring women and their 
sexual and reproductive rights. 

We believe that one of the main causes for such 
damaging uses of machine learning and other AI 
technologies is a blind belief in the hype that big data 
will solve several burning issues faced by human-
kind. Instead, we propose to build a transfeminist14 
critique and framework that offers not only the po-
tential to analyse the damaging effects of AI, but also 
a proactive understanding on how to imagine, design 
and develop an emancipatory AI that undermines 
consumerist, misogynist, racist, gender binarial and 
heteropatriarchal societal norms. 

10 Laboratorio de Inteligencia Artificial Aplicada. (2018). Sobre la predic-
ción automática de embarazos adolescentes. https://liaa.dc.uba.ar/
es/sobre-la-prediccion-automatica-de-embarazos-adolescentes

11 Davancens, F. (n.d.). Predicción de Embarazo Adolescente con 
Machine Learning. https://github.com/facundod/case-studies/
blob/master/Prediccion%20de%20Embarazo%20Adolescente%20
con%20Machine%20Learning.md 

12 Ponce Mora, B. (2019, 27 March). “Primera Infancia es el ministerio 
que defiende a los niños desde su concepción”. El Tribuno. 
https://www.eltribuno.com/salta/nota/2019-3-27-0-39-0--
primera-infancia-es-el-ministerio-que-defiende-a-los-ninos-desde-
su-concepcion 

13 Ministerio de la Primera Infancia. (2018, 14 June). Comisión oficial. 
Departamento de la Guajira, República de Colombia. Boletin 
Oficial Salta. boletinoficialsalta.gob.ar/NewDetalleDecreto.
php?nro_decreto=658/18 

14 We refer to transfeminism as an epistemological tool that, as 
Sayak Valencia acknowledges, has as its main objective to 
re-politicise and de-essentialise global feminist movements 
that have been used to legitimise policies of exclusion on the 
basis of gender, migration, miscegenation, race and class. See 
Valencia, S. (2018). El transfeminismo no es un generismo. 
Pléyade (Santiago), 22, 27-43. https://dx.doi.org/10.4067/
S0719-36962018000200027

Big data as a problem solver or 
discrimination disguised as math?
AI can be defined in broad terms as technology that 
makes predictions on the basis of the automatic 
detection of data patterns.15 As in the case of the 
government of Salta, many states around the world 
are increasingly using algorithmic decision-making 
tools to determine the distribution of goods and 
services, including education, public health servic-
es, policing and housing, among others. Moreover, 
anti-poverty programmes are being datafied by gov-
ernments, and algorithms used to determine social 
benefits for the poor and unemployed, turning “the 
lived experience of poverty and vulnerability into 
machine-readable data, with tangible effects on the 
lives and livelihoods of the citizens involved.”16

Cathy O’Neil, analysing the usages of AI in the 
United States (US), asserts that many AI systems 
“tend to punish the poor.” She explains:

This is, in part, because they are engineered to 
evaluate large numbers of people. They spe-
cialize in bulk, and they’re cheap. That’s part 
of their appeal. The wealthy, by contrast, often 
benefit from personal input. [...] The privileged, 
we’ll see time and again, are processed more by 
people, the masses by machines.17 

AI systems are based on models that are abstract 
representations, universalisations and simplifica-
tions of complex realities where much information 
is being left out according to the judgment of their 
creators. O’Neil observes: 

[M]odels, despite their reputation for impartiali-
ty, reflect goals and ideology. [...] Our own values 
and desires influence our choices, from the data 
we choose to collect to the questions we ask. 
Models are opinions embedded in mathematics.18 

In this context, AI will reflect the values of its cre-
ators, and thus many critics have concentrated on 
the necessity of diversity and inclusivity: 

So inclusivity matters – from who designs it to 
who sits on the company boards and which eth-
ical perspectives are included. Otherwise, we 

15 Daly, A., et al. (2019). Artificial Intelligence Governance and Ethics: 
Global Perspectives. The Chinese University of Hong Kong, Faculty 
of Law. Research Paper No. 2019-15.

16 Masiero, S., & Das, S. (2019). Datafying anti-poverty programmes: 
implications for data justice. Information, Communication & 
Society, 22(7), 916-933. 

17 O’Neil, C. (2016). Weapons of Math Destruction: How Big Data 
Increases Inequality and Threatens Democracy. New York: Crown. 

18 Ibid. 
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risk constructing machine intelligence that mir-
rors a narrow and privileged vision of society, 
with its old, familiar biases and stereotypes.19

But diversity and inclusivity are not enough to create 
an emancipatory AI. If we follow Marcuse’s ideas that 
“the technological mode of production is a specific 
form or set of conditions which our society has taken 
among other possible conditions, and it is this mode 
of production which plays the ultimate role in shap-
ing techniques, as well as directing their deployment 
and proliferation,”20 it is fundamental to dive deeply 
into what the ruling interests of this historical-social 
project are. In this sense, theories of data justice 
have reflected on the necessity to explicitly con-
nect a social justice agenda to the data revolution 
supported by some states, companies and interna-
tional agencies in order to achieve fairness in the way 
people are seen and treated by the state and by the 
private sector, or when they act together.21

For example, as Payal Arora frames it, discours-
es around big data have an overwhelmingly positive 
connotation thanks to the neoliberal idea that the 
exploitation for profit of the poor’s data by private 
companies will only benefit the population.22 This 
is, in many ways, the sign that two old acquaint-
ances, capitalism and colonialism, are present and 
healthy every time an AI system strips people of 
their autonomy and treats them “as mere raw data 
for processing.”23 Along the same lines, Couldry 
and Mejias24 consider that the appropriation and 
exploitation of data for value has deep roots in cap-
italism and colonialism.

Recently, connecting this critique to the ra-
cialisation of citizens and communities through 
algorithmic decisions, Safiya Umoja Noble has 
coined the term “technological redlining”, which 
refers to the process of data discrimination that 

19 Crawford, K. (2016, 25 June). Artificial Intelligence’s White 
Guy Problem. The New York Times. https://www.nytimes.
com/2016/06/26/opinion/sunday/artificial-intelligences-white-
guy-problem.html

20 Kidd, M. (2016). Technology and nature: a defence and 
critique of Marcuse. POLIS, 4(14). https://revistapolis.ro/
technology-and-nature-a-defence-and-critique-of-marcuse

21 Taylor, L. (2017). What is data justice? The case for connecting 
digital rights and freedoms globally. Big Data & Society, 
July-December, 1-14. https://journals.sagepub.com/
doi/10.1177/2053951717736335 

22 Arora, P. (2016). The Bottom of the Data Pyramid: Big Data and 
the Global South. International Journal of Communication, 10, 
1681-1699.

23 Birhane, A. (2019, 18 July). The Algorithmic Colonization of 
Africa. Real Life Magazine. https://www.reallifemag.com/
the-algorithmic-colonization-of-africa 

24 Couldry, N., & Mejias, U. (2019). Data colonialism: rethinking big 
data’s relation to the contemporary subject. Television and New 
Media, 20(4), 336-349.

bolsters inequality and oppression. The term draws 
on the “redlining” practice in the US by which 
communities suffered systematic denial of various 
services either directly or through the selective rais-
ing of prices based on their race:

I think people of color will increasingly ex-
perience it as a fundamental dimension of 
generating, sustaining, or deepening racial, 
ethnic and gender discrimination. This process 
is centrally tied to the distribution of goods and 
services in society, like education, housing and 
other human and civil rights, which are often 
determined now by software, or algorithmic de-
cision-making tools, which might be popularly 
described as “artificial intelligence”.25 

The question is how conscious of this citizens and 
public authorities who are purchasing, developing 
and using these systems are. The case of Salta, and 
many others, show us explicitly that the logic of pro-
moting big data as the solution to an unimaginable 
array of social problems is being exported to Latin 
America, amplifying the challenges of decolonisa-
tion. This logic not only corners attempts to criticise 
the status quo in all the realms of power relations, 
from geopolitics, to gender norms and capitalism, 
but also makes it more difficult to sustain and pro-
mote alternative ways of life.  

AI, poverty and stigma
“The future is today.” That seems to be the mantra 
when public authorities eagerly adopt digital tech-
nologies without any consideration of critical voices 
that show their effects are potentially discriminato-
ry. In recent years, for example, the use of big data 
for predictive policing seems to be a popular ten-
dency in Latin America. In our research we found 
that different forms of these AI systems have been 
used (or are meant to be deployed) in countries 
such as Argentina, Brazil, Chile, Colombia, Mexico 
and Uruguay, among others.26 The most common 
model is building predictive maps of crime, but 
there have also been efforts to develop predictive 
models of likely perpetrators of crime.27

25 Bulut, E. (2018). Interview with Safiya U. Noble: Algorithms of 
Oppression, Gender and Race. Moment Journal, 5(2), 294-301. 
https://dergipark.org.tr/download/article-file/653368

26 Serrano-Berthet, R. (2018, 10 May). ¿Cómo reducir el delito 
urbano? Uruguay y el “leap frogging” inteligente. Sin 
Miedos. https://blogs.iadb.org/seguridad-ciudadana/es/
reducir-el-delito-urbano-uruguay/

27 Van ‘t Wout , E., et al. (2018). Capítulo II. Big data para la 
identificación de comportamiento criminal. In I. Irarrázaval et al. 
(Eds.), Propuestas para Chile. Pontificia Universidad Católica de 
Chile. 
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As Fieke Jansen suggests:

These predictive models are based on the as-
sumption that when the underlying social and 
economic conditions remain the same crime 
spreads as violence will incite other violence, or 
a perpetrator will likely commit a similar crime 
in the same area.28 

Many critics point to the negative impacts of pre-
dictive policing on poorer neighbourhoods and 
other affected communities, including police 
abuse,29 stigmatisation, racism and discrimina-
tion.30 Moreover, as a result of much of the criticism, 
in the US, where these systems have been deployed 
for some time, many police agencies are reassess-
ing the real efficiency of the systems.31

The same logic behind predictive policing is 
found in anti-poverty AI systems that collect data 
to predict social risks and deploy government pro-
grammes. As we have seen, this is the case with the 
Plataforma Tecnológica de Intervención Social; but 
it is also present in systems such as Alerta Infan-
cia in Chile. Again, in this system, data predictions 
are applied to minors in poor communities. The 
system assigns risk scores to communities, gener-
ating automated protection alerts, which then allow 
“preventive” interventions. According to official in-
formation,32 this platform defines the risk index by 
factors such as teenage pregnancy, the problematic 
use of alcohol and/or drugs, delinquency, chronic 
psychiatric illness, child labour and commercial 
sexual exploitation, mistreatment or abuse and 
dropping out of school. Among much criticism of 
the system, civil society groups working on child 
rights declared that, beyond surveillance, the sys-
tem “constitutes the imposition of a certain form of 
sociocultural normativity,” as well as “encouraging 
and socially validating forms of stigmatisation, dis-
crimination and even criminalisation of the cultural 
diversity existing in Chile.” They stressed:

28 Jansen, F. (2018). Data Driven Policing in the Context of Europe. 
https://www.datajusticeproject.net/wp-content/uploads/
sites/30/2019/05/Report-Data-Driven-Policing-EU.pdf 

29 Ortiz Freuler, J., & Iglesias, C. (2018). Algoritmos e Inteligencia 
Artificial en Latinoamérica: Un Estudio de implementaciones 
por parte de Gobiernos en Argentina y Uruguay. World Wide 
Web Foundation. https://webfoundation.org/docs/2018/09/
WF_AI-in-LA_Report_Spanish_Screen_AW.pdf 

30 Crawford, K. (2016, 25 June). Op. cit.
31 Puente, M. (2019, 5 July). Police Leaders Debate Merits of Using 

Data to Predict Crime. Government Technology. https://www.
govtech.com/public-safety/Police-Leaders-Debate-Merits-of-
Using-Data-to-Predict-Crime.html 

32 Ministerio de Desarrollo Social. (2018). Piloto Oficina Local de 
la Niñez. www.planderechoshumanos.gob.cl/files/attachment/
d41d8cd98f00b204e9800998ecf8427e/phpEfR4QP/original.pdf 

This especially affects indigenous peoples, 
migrant populations and those with lower eco-
nomic incomes, ignoring that a growing cultural 
diversity demands greater sensitivity, visibility 
and respect, as well as the inclusion of approach-
es with cultural relevance to public policies.33

There are at least three common characteristics in 
these systems used in Latin America that are espe-
cially worrisome given their potential to increase 
social injustice in the region: one is the identity 
forced onto poor individuals and populations. This 
quantification of the self, of bodies (understood as 
socially constructed) and communities has no room 
for re-negotiation. In other words, datafication re-
places “social identity” with “system identity”.34 

Related to this point, there is a second charac-
teristic that reinforces social injustice: the lack of 
transparency and accountability in these systems. 
None of them have been developed through a par-
ticipative process of any type, whether including 
specialists or, even more important, affected com-
munities. Instead, AI systems seem to reinforce 
top-down public policies from governments that 
make people “beneficiaries” or “consumers”: “As 
Hacking referred to ‘making up people’ with classi-
fication, datafication ‘makes’ beneficiaries through 
census categories that are crystallised through data 
and made amenable to top-down control.”35 

Finally, these systems are developed in what we 
would call “neoliberal consortiums”, where govern-
ments develop or purchase AI systems developed 
by the private sector or universities. This deserves 
further investigation, as neoliberal values seem to 
pervade the way AI systems are designed, not only by 
companies, but by universities funded by public funds 
dedicated to “innovation” and improving trade.36

Why a transfeminist framework?
As we have seen, in these examples of the use of 
these types of technologies, some anti-poverty 
government programmes in Latin America reflect a 
positivist framework of thinking, where reality seems 
to be better understood and changed for good if we 

33 Sociedad Civil de Chile Defensora de los Derechos Humanos del 
Niño et al. (2019, 28 January). Dia Internacional de la protección de 
datos. Carta abierta de la Sociedad Civil de Chile Defensora de los 
Derechos Humanos del Niño. ONG Emprender con Alas. https://
www.emprenderconalas.cl/2019/01/28/dia-internacional-de-la-
proteccion-de-datos-carta-abierta-de-la-sociedad-civil-de-chile-
defensora-de-los-derechos-humanos-del-nin

34 Arora, P. (2016). Op. cit.
35 Masiero, S., & Das, S. (2019). Op. cit. 
36 Esteban, P. (2019, 18 September). Diego Hurtado: “El discurso del 
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can quantify every aspect of our life. This logic also 
promotes the vision that what humans shall seek 
is “progress”, which is seen as a synonym of aug-
mented production and consumption, and ultimately 
means exploitation of bodies and territories. 

All these numbers and metrics about unpriv-
ileged people’s lives are collected, compiled and 
analysed under the logic of “productivity” to ulti-
mately maintain capitalism, heteropatriarchy, white 
supremacy and settler colonialism. Even if the nar-
rative of the “quantified self” seems to be focused 
on the individual, there is no room for recognising 
all the different layers that human consciousness 
can reach, nor room for alternative ways of being or 
fostering community practices. 

It is necessary to become conscious of how 
we create methodological approaches to data 
processing so that they challenge these positiv-
ist frameworks of analysis and the dominance of 
quantitative methods that seem to be gaining fun-
damental focus in the development and deployment 
of today’s algorithms and processes of automated 
decision making. 

As Silvia Rivera Cusicanqui says: 

How can the exclusive, ethnocentric “we” be ar-
ticulated with the inclusive “we” – a homeland 
for everyone – that envisions decolonization? 
How have we thought and problematized, in 
the here and now, the colonized present and 
its overturning?37

Beyond even a human rights framework, decolo-
nial and tranfeminist approaches to technologies 
are great tools to envision alternative futures and 
overturn the prevailing logic in which AI systems 
are being deployed. Transfeminist values need to 
be embedded in these systems, so advances in the 
development of technology help us understand and 

37 Rivera Cusicanqui, S. (2012). Ch’ixinakax utxiwa: A Reflection on 
the Practices and Discourses of Decolonization. The South Atlantic 
Quarterly, 111(1), 95-109.

break what black feminist scholar Patricia Hill Col-
lins calls the “matrix of domination”38 (recognising 
different layers of oppression caused by race, class, 
gender, religion and other aspects of intersectional-
ity). This will lead us towards a future that promotes 
and protects not only human rights, but also social 
and environmental justice, because both are at the 
core of decolonial feminist theories. 

Re-imagining the future 
To push this feminist approach into practice, at 
Coding Rights, in partnership with MIT’s Co-Design 
Studio,39 we have been experimenting with a game 
we call the “Oracle for Transfeminist Futures”.40 
Through a series of workshops, we have been col-
lectively brainstorming what kind of transfeminist 
values will inspire and help us envision speculative 
futures. As Ursula Le Guin once said: 

The thing about science fiction is, it isn’t really 
about the future. It’s about the present. But the 
future gives us great freedom of imagination. 
It is like a mirror. You can see the back of your 
own head.41

Indeed, tangible proposals for change in the pres-
ent emerged once we allowed ourselves to imagine 
the future in the workshops. Over time, values such 
as agency, accountability, autonomy, social justice, 
non-binary identities, cooperation, decentralisation, 
consent, diversity, decoloniality, empathy, security, 
among others, emerged in the meetings.

Analysing just one or two of these values com-
bined42 gives us a tool to assess how a particular AI 
project or deployment ranks in terms of a decolonial 
feminist framework of values. Based on this we can 
propose alternative technologies or practices that 
are more coherent given the present and the future 
we want to see. 

38 Collins, P. H. (2000). Black Feminist Thought: Knowledge, 
Consciousness, and the Politics of Empowerment. New York: 
Routledge.

39 https://codesign.mit.edu 
40 https://www.transfeministech.codingrights.org 
41 Le Guin, U. K. (2019). Ursula K. Le Guin: The Last Interview and 

Other Conversations. Melville House. 
42 Peña, P., & Varon, J. (2019). Consent to our Data Bodies: 

Lessons from feminist theories to enforce data protection. 
Privacy International. https://codingrights.org/docs/
ConsentToOurDataBodies.pdf
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Artificial intelligence (AI) is now receiving unprecedented global atten-
tion as it finds widespread practical application in multiple spheres of 
activity. But what are the human rights, social justice and development 
implications of AI when used in areas such as health, education and 
social services, or in building “smart cities”? How does algorithmic 
decision making impact on marginalised people and the poor? 

This edition of Global Information Society Watch (GISWatch) provides 
a perspective from the global South on the application of AI to our 
everyday lives. It includes 40 country reports from countries as diverse 
as Benin, Argentina, India, Russia and Ukraine, as well as three regional 
reports. These are framed by eight thematic reports dealing with topics 
such as data governance, food sovereignty, AI in the workplace, and 
so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that 
were not easily possible before, this edition of GISWatch highlights the 
real threats that we need to pay attention to if we are going to build 
an AI-embedded future that enables human dignity. 
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